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Abstract. In Distributed Virtual Environments, each machine equally handles the communications over the network, provides the user with a view of the world, and processes her requests. A major issue is to ensure that the network communication does not hinder the interactivity between the machine and the user. In this paper, we present a program designed to achieve this goal, based on tools rarely used in this area.

1 Introduction

Our project, URBÉ ORBI, is a Distributed Virtual Environment, DVE for short: a virtual world in which users may wander and interact with in real time, which is distributed on a set of computers connected via a network. As in [Das97], we focus on virtual worlds for a large audience therefore, there are no other material requirements than a standard personal computer, with a connection to a local network or the Internet. Windows and UNIX or LINUX platforms are supported.

Our first prototype was developed in Java; it handled VRML objects and the distribution layer was managed by an Object Request Broker as in [Diehl98,Derig99]. Unfortunately, this prototype proved to be disappointing: firstly, the combination of Java, VRML, and an ORB turned out to be a major performance penalty, and secondly, many difficulties arose when we wanted to process communication, display and user interaction simultaneously. This is why we have attempted to use non-traditional approaches.

We aim at worlds which are rich intensively (complex scenes), extensively (size of the world), and semantically (a scene description is not limited to 3D data). This excludes VRML, and NPSOFF [Zyda93].

Users may participate in the construction of the world by publishing their own objects / scenes (denoted as kingdom), as they can do on the world wide web on HTML pages. But in our context, the task is more complex since we intend to produce an illusion of spatial continuum. We don’t want “hyperspace links” from one kingdom to another.
In order to provide the users with the possibility of publishing their kingdoms, and to support large scale environments, we exclude the client/server paradigm, and aim at symmetric (peer-to-peer) distribution. In this framework, no host is dubbed server, each machine runs the same software, and participates equally in the distribution, as in DVE [Fréco98] and Massive [Green95]. This software is therefore in charge of publishing and fetching pieces of the world, while simultaneously displaying and receiving information from the user.

A world is, by essence, dynamic: the avatars move, the scene itself may include animated elements, newcomers may add new descriptions and owners may change their kingdom etc. This dynamic behavior requires a heavy load of data exchange on the network to keep information up to date. One of the main issues in implementing a DVE is the design of a scalable architecture [Singh99].

To scale up properly, we rely on group communication based on multicast. Applications may connect to or disconnect from a group dynamically. Several techniques are used to minimize both the volume of data exchange and the number of participants in these exchanges. Nevertheless, each host is still involved in a large volume of data exchange, which must not interfere with the display or with the interaction with the user.

Since DVE users are humans, the requirements concerning interactivity are strong. In particular, no matter what the state of the network, the system should always be responsive to the user and never freeze.

Because of this requirement, our application is based on several different modules run in different threads which communicate asynchronously. The communications between computers are also asynchronous. The architecture is based on a event-driven model and the pressure upon the network is kept as low as possible.

In this paper, we focus on the software architecture. We explain in section 2 the variety of DVE we aim for. We present our requirements and introduce the language used to implement worlds, Goal. Section 3 presents the architecture of our application, its components and its functioning. An example of the execution of a Goal instruction is presented in section 4. We conclude in section 5.

2 General description

Before presenting the architecture of the application, we shall give information about our DVE design.

As demonstrated in the introduction, communications are the key issue [Brutz97]. While most projects have centered their approach upon the 3D data, we have oriented ours towards the structure of the information, 3D data being like any other kind of data, and towards the communication.

2.1 Replication or Distribution?

A specific feature of Urbe et Orbe, with regard to most other frameworks, is that each host which participates in the world is both a “server” and a “client”
Therefore, all the computers run the same application which combines both server (propagating the information) and client tasks (rendering and interaction). ORBI ET ORBI can be seen as a different web: people publish and visit kingdoms.

As is the case for the world wide web, no single host knows the current state of the whole world, or even merely an outdated approximation: the knowledge is distributed across the machines, which only know the kingdom of their user, and the part of the world where their user are. This is so called “shared distributed data bases with peer-to-peer updates” according to [Maced97].

Now, consider a scene with a windmill whose arms are rotating. One can imagine at least two ways of publishing this information:

**distribution** the “owner” of the windmill sends frequent updates of the position of the arms to its observers.

**replication** several windmills were actually “created”, one per host. The implementation of the windmill is run on each machine.

The distributed approach is very adapted for avatars: because its behavior is unpredictable and there can be only one command center: the person who commands the avatar. Conversely, imagine a vulture flying in circles over a herd of sheep: its movement is fully predictable, and frequent updates of its position would waste the bandwidth. Here, the replication is a natural solution.

Because both approaches are needed to develop a distributed world, the language must help the programmer and support both types of publication.

Because the vulture may suddenly change its attitude, we must also be able to switch the mode of publication dynamically. Such a task is inherently complex, but the complexity should be hidden from the programmer, and handled by the system itself.

### 2.2 Group communication

We have chosen to use group communication as our base communication layer. We excluded Unicast because each time a machine needs to publish an update, it would have to send one message per connected host: destinations accumulate. We excluded Broadcast, since each time a machine publishes an update, all the machines would have to process the message, and maybe discard it, what results in useless additional work: sources accumulate.

Group communication has several benefits [Tram99]. Firstly, it allows the deployment of several groups with the same members but with different protocols, hence various qualities of service. The possibility to choose the protocol is a means to control the load imposed on the network: urgent messages which must be delivered safely obtain most of the bandwidth, while messages of little importance may be delayed or even lost.

The notion of group also helps in the design of the virtual world, since they constrain the programmer to structure its description and to partition it properly.
Because a single "player" may belong to several different groups, the "navigator" of the player has to deal with several communication channels. This results in quite delicate network programming. Therefore, group communication should be a primitive of the environment provided to the programmer. In our project, the programmer is provided with a high level language, Goal, which offers a group communication layer (see section 2.4).

The distribution layer we use is based on Ensemble, a parameterizable stack of group communication protocols [Hayde98] written in the functional language Objective Caml [Rémy98,Leroy99].

2.3 Code migration

In the example of the vulture, presented in section 2.1, while in the distributed approach it is sufficient that only the creator of the vulture has its code, in the replicated case the “vulture program” needs to be published. Therefore, because we want to be able to distribute behaviors, in addition to “inert” data, the project must support code migration.

There are several options available for code migration, most prominently Java byte code.

However, because no language offered all the facilities we wanted to implement a DVE, we decided to build our own language, Goal (see section 2.4). Since one of the main purposes of Goal is to offer an abstraction of the network to the programmer, its runtime naturally resembles a miniature OS kernel, which is named MMk, for Matrix Micro Kernel (see [Schma96] for etymology).

2.4 Goal

Goal is the vehicular language used throughout the project. “High” Goal is used between the human and the system to describe the world and its evolutions, and “low” Goal is exchanged between some of the modules and between the machines.

Goal is a frame language with classes, inheritance, and reflexivity. Each slot, or attribute, of the objects can be equipped with a daemon which is activated when the data is altered. We have found the daemon approach to be extremely natural and to have a very good effect on the modularity of the description of the world.

Goal is a scripting language, interpreted within MMk (see figure 1). Although it is interpreted, thanks to the many optimizations (e.g., early binding as in PostScript) its interpretation is rapid. On the other hand, because the programs are scripts, code can easily migrate, which is necessary to properly model animated objects.

Goal is a language designed to support distribution and replication (services from MMk, see Section 2.1). Because we want also the knowledge of the world to be distributed, the information is implemented in Goal as a conceptual graph, of which each host has a partial view.
3 Software architecture

The software is composed of three active modules as depicted in figure 1. Each module is responsible for an independent task and offers particular services.

MMk (or kernel) is the core of our software; it receives a flow of instructions, schedules their execution and manages the resources (files, memory, display and communication).

NET is in charge of the communications through the network; it handles the connection / disconnection and information transfer.

DISPLAY (or renderer, or navigator) provides the user with read access to the state of the world as known by MMk. It also allows the user to “write”: when a user moves or activates an element of the world, feedback is given to MMk. For simplicity’s sake the data circuit is not represented in figure 1 and it will not be discussed.

In figure 1, the TERMINal is also represented; it is a shell (command interpreter) which allows direct textual communication with MMk, via Goal instructions. This proved to be a great help in the design and implementation of virtual worlds.

Several other projects have based their approach upon a kernel, such as Maverik [Hubbo96]. One of the most striking difference between the two projects lies in the fact that their approach is based upon modules, while we stressed the importance of the high level language, Goal.
A central module of Maverik is its SMS, Spatial Management System, which is in charge of processing any thing related to 3D. In URBI ET ORBI, there is no such module. Because we aim a generic approach of the information, we have tried to avoid any dedicated low level code for 3D in the kernel: the processing of 3D information is spread across the components (more specifically the renderer).

This results in a wide set of primitive operations that are bound to Goal instructions. The programmer then merely needs to attach such Goal instructions to her objects to access these primitives. For instance Goal objects, typically 3D objects, maybe be bound to a cell, which means the object is “in” the cell. Then, the programmer merely has to declare that her object implements gridlistener [pos], in order to have automatic binding of the object to the proper cell. This makes heavy use of the daemons.

3.1 Multi-Threaded and Asynchronous

Monolithic software is not adapted for interactive worlds: in order to provide the user with proper interactivity, tasks should be scheduled to favor human-visible operations. Fairness is also a strong requirement: neither rendering nor communication can be interrupted without degrading the interactivity of the whole application. Even if the traffic is high, the renderer must not freeze, and conversely, a complex rendering must not prevent the host from communicating.

Therefore, in URBI ET ORBI, each task runs in a separate thread (symbolized by the letter $T$ in figure 1). The implementation, based on time slots, guarantees that we cannot enter a deadlock. Goal is sufficiently expressive so that programmers may introduce bugs in their Goal programs, such as deadlocks. However, thanks to the time slots, the system is still fair, and each task will be provided with the ability to make a step.

In addition to the real OS of the host, MMK handles concurrency between the modules, such as the renderer and the communication modules. Each module may send requests to another via MMK; contrary to procedure calls, the modules cannot be stuck while making a request. MMK delegates their execution to the proper modules, which run concurrently. Again, thanks to the time slots, it is also impossible for a module to be stuck.

3.2 Message Passing between Modules

Two types of data are exchanged between the three modules:

- Goal instructions (denoted $I$ in figure 1),
- procedures to run (denoted $P$ in figure 1).

MMK includes the Goal Virtual Machine, $gvm$ (see figure 1), to run Goal scripts. When a Goal instruction requires services (network, display etc.), the interpreter delegates the procedure call to the sub-module proc. proc then sends the procedure $P$ to the proper module. Technically, $P$ is a closure: it contains both the procedure and the environment it needs. Then the module applies the closure:
once the whole environment is filled, the procedure is executed. The receiving module is not blocked while waiting further data: it still executes other routines. This mechanism could be considered as an *asynchronous execution transfer*.

Most of the low level service routines are compiled *Objective Caml* code, executed in the proper module (hence a thread). Therefore, a single *Goal* instruction, when received by the *gvm*, can lead to executions in several different threads.

4 Example of execution in MMk

We shall use a simplified example to demonstrate the functioning of our architecture. Below, we enumerate the different phases induced by a simple drag and drop of an *anvil* by the user, hosted on the machine *local*.

In order to simplify figure 2, we do not represent the navigator component in charge of listening to the user. Nevertheless, its reaction to the drag and drop is rigorously the same as if the user had typed the following code on her terminal:

```
. anvil <- set-position([1.0, 1.0, 1.0])
```

The first character, denotes the class of the communication: here . stands for broadcast to the members of the group, and @ for local communication only. In our case, since an object is moving, a broadcast is the appropriate communication mode.

The next token, *anvil*, designates the object which will receive the message. The previous sentence can also be interpreted with a object-oriented reading. The message consists of the name of the routine (or *method*), together with its arguments, here a simple vector.

---

**Fig. 2.** Moving an *anvil* in *URBI* et *ORBI*
When the interpreter processes this message, it first notes the communication class, and forwards the message to its peers. The message is slightly altered, the class is now local:

\[
\@ \text{anvil} <- \text{set-position}([1.0, 1.0, 1.0])
\]

Then, on local, the interpreter processes the request, and delegates to the module proc the handling of commands that are bound with compiled code. In our case, the native code associated with \text{set-position} sends a request for an update to the renderer. The vocabulary was chosen on purpose: while the previous actions where executed with traditional procedure calls, at this point the request is posted into the renderer’s mailbox.

The renderer, a separate thread, then proceeds and updates the display (calls to the C bindings to OpenGL) after having verified that there are no collisions. Since it has ended with success, an acknowledgement is posted back to the interpreter.

Let us concentrate now on the machine distant which is one of the members of the group. It has received the message, and starts the processing as did local. In our scenario another action occurred during the transmission of the message which now blocks the move: for instance, almost simultaneously, someone moved his feather to the same place. This is possible because of network latencies.

The anvil then collides with the feather. This will be detected by the OpenGL engine, which will resolve the collision itself, i.e., another vector \( \mathbf{v}' \) will be taken into account. This crucial information will be posted back to the interpreter, which will forward this information only to local.

There is no reason to forward this update to all the other members of the group, which will also detect the collision, therefore a broadcast would be useless and costly here. Nonetheless, although local will probably receive the updates from all the members of the group, this feedback is crucial in order to keep the states synchronized by local and the distant machines.

It should be noted that we made the decision to use asynchronous and unsafe communication because it is much cheaper than “better” communication modes. Because of this choice, there is no guarantee of the results.

5 Conclusion

\text{URbi et Orbi} is a dve based on non standard choices. It uses on symmetric distribution provided by its core, MMK, which is very much like a tiny OS kernel. The works are implemented in a language, Goal, as opposed to formats such as \text{VRML} and our implementation language is functional, \textit{Objective Caml}. Our prototype runs on standard PCs. Our experiments were limited to a fast LAN (Ethernet 100MB), with PC equipped with 3D video cards: we typically reach 40 fps with high quality images (see figure 3), and excellent interactivity. We consider these figures to be satisfactory, they validate the architecture of \text{URbi et Orbi}, presented in this paper.
Fig. 3. A scene from Urhi et Orbi
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